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Highlights  Abstract  

▪ Comprehensive evaluation of Kalman filtering 

and DWT in UAV fault diagnosis. 

▪ Experimental setup includes vibration 

accelerometer and data acquisition system. 

▪ Finite element analysis determines optimal 

1024 Hz sampling frequency. 

▪ DWT outperforms Kalman filtering in 

revealing intricate fault details. 

▪ Study contributes to state-of-the-art in 

multirotor UAV health monitoring. 

 In the modern technological advancements, Unmanned Aerial Vehicles 

(UAVs) have emerged across diverse applications. As UAVs evolve, 

fault diagnosis witnessed great advancements, with signal processing 

methodologies taking center stage. This paper presents an assessment of 

vibration-based signal processing techniques, focusing on Kalman 

filtering (KF) and Discrete Wavelet Transform (DWT) multiresolution 

analysis. Experimental evaluation of healthy and faulty states in  

a quadcopter, using an accelerometer, are presented. The determination 

of the 1024 Hz sampling frequency is facilitated through finite element 

analysis of 20 mode shapes. KF exhibits commendable performance, 

successfully segregating faulty and healthy peaks within an acceptable 

range. While the six-level multi-decomposition unveils good 

explanations for fluctuations eluding KF. Ultimately, both KF and DWT 

showcase high-performance capabilities in fault diagnosis. However, 

DWT shows superior assessment precision, uncovering intricate details 

and facilitating a holistic understanding of fault-related characteristics. 
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1. Introduction 

The widespread use of UAVs has revolutionized a variety of 

industries and altered the way we approach crucial tasks over 

the past decade. Commonly known as drones, these adaptable 

and nimble aircraft have applications in a wide range of 

industries [1–4], from the military and surveillance [5, 6] to 

agriculture [7], environmental monitoring [8–11], and delivery 

services [12]. The proliferation of UAVs has substantially 

improved the effectiveness and safety of numerous domains. 

Farmers utilize UAVs endowed with sophisticated sensors to 

monitor crop health, optimize irrigation, and apply targeted 

fertilizers, resulting in increased yields and decreased resource 

waste. In the logistics industry, drones have been effectively 
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implemented for expedient and cost-effective last-mile 

deliveries, particularly in remote and inaccessible areas. As 

UAVs became increasingly prevalent in various industries, the 

demand for robust and dependable systems increases. The 

emergence of fault diagnosis methodologies is attributable to 

the inherent risk of UAVs experiencing operational 

malfunctions [13]. The potential repercussions of a UAV failure, 

whether caused by a technical malfunction or an external 

disturbance, emphasized the need for proactive measures to 

detect and resolve defects prior to their escalation into critical 

incidents. Fault diagnosis methodologies include sensor data 

analysis [14], machine learning algorithms [15, 16], and 

redundancy design in order to perpetually monitor the UAV's 

health and performance[17, 18]  . By recognizing anomalies, 

predicting potential problems, and enabling timely maintenance 

or adaptive control procedures, these fault detection 

methodologies have played a crucial role in enhancing the safety, 

reliability, and efficiency of UAV operations, thereby fostering 

the widespread acceptance and integration of UAVs across  

a variety of applications. 

Fault diagnosis strategies for predictive maintenance is 

widely applicable [19, 20]. In the field of defect diagnosis for 

UAVs, although some may depend on different analyzing 

methods [21, 22], vibration signal analysis has arisen as a highly 

effective and extensively adopted technique [23]. During their 

operational lifetimes, the mechanical and structural components 

of UAVs are susceptible to wear, strain, and other forms of 

physical duress. Vibration signals are useful indicators of the 

condition and health of these components. By analyzing the 

vibrational patterns generated while navigation or as the UAV 

is in operation, scientists and technicians are able to identify 

subtle changes or irregularities that may indicate impending 

failures. Analysis of vibration signals enables the early 

detection of problems, allowing for proactive maintenance and 

preventing potentially catastrophic occurrences. This technique 

improves the UAV's dependability and endurance while also 

contributing to the safety of the UAV, its payload, and the 

surrounding environment. UAV operators may benefit from 

improved fault identification capabilities by continually 

improving and integrating vibration signal analysis methods, 

resulting in safer and more efficient UAV operations across  

a broad variety of applications. It is now extensively used in 

UAV defect diagnostics because to the ubiquity of vibration 

signals in high-speed rotating equipment. Among the mentioned 

methodologies lies the method of wavelet transform [24], and 

the spectrum analysis approach [25]. 

Kalman filtering is a powerful estimating technique used to 

iteratively estimate the state of a dynamic system from  

a sequence of noisy measurements in terms of signal filtering 

techniques. It combines real-time sensor readings with 

predictions from a mathematical model of the system's behavior 

to provide an optimum estimate of the system's state [26, 27]. 

By combining data from various onboard sensors, such as GPS, 

accelerometers, and gyroscopes, Kalman filters play a crucial 

role in enhancing the navigation and control precision of UAVs 

[28, 29]. Kalman filters facilitate high accuracy flight path 

planning and autonomous navigation, which are extremely 

essential for the success of UAV operations [30, 31]. Moreover, 

Kalman filtering has proved useful for UAV fault diagnosis [32]. 

They can detect anomalies and deviations caused by defects in 

the UAV's mechanical, electrical, or propulsion mechanisms by 

integrating data from multiple sensors and comparing it to the 

expected behavior of the UAV model [33]. Because of its ability 

to handle chaotic data and account for uncertainties, the filter is 

a suitable tool for finding and isolating problems, leading to 

enhanced UAV safety and reliability. Kalman filters offer rapid 

and appropriate reactions to possible issues by delivering 

diagnostic information in real time, permitting timely 

maintenance activities and reducing delay. Consequently, the 

application of Kalman filtering in UAV fault diagnosis has 

become a crucial aspect of assuring the sustained success and 

efficacy of UAV missions in a variety of industries [34]. In [35], 

a study was conducted to examine the dependability of several 

sensor types in the context of real-time vibration-based anomaly 

inspection in drones. The vibration signals underwent filtration 

utilizing a Kalman filter-based processing technique in order to 

get an uncluttered and undisturbed visual representation. 

       In terms of multiresolution analysis, FFT (Fast Fourier 

Transform) [36, 37] signal processing has proved to be  

a valuable technique for UAV fault diagnosis [38]. In this 

context, FFT is used to analyze vibration signals recorded 

during operation from various UAV components. FFT enables 

engineers to identify specific frequency components associated 

with normal and aberrant behavior by transforming time-
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domain vibration data into the frequency domain [39]. This 

helps in the detection of potential flaws or irregularities in the 

UAV's mechanical and structural systems, allowing for timely 

maintenance and mitigating the risk of catastrophic failures. 

Spectrum analysis based on FFT [40] was utilized to 

discriminate between the operational frequencies on a trimotor 

[41]. The states of healthy and damaged blade of a quadcopter 

are studied based on signal processing in real-time decision-

making process [42]. However, sophisticated techniques such as 

Continuous Wavelet Transform (CWT)  [43, 44] and Discrete 

Wavelet Transform (DWT) [45–48] have been employed to 

further improve fault diagnosis capabilities. These 

multiresolution analysis techniques provide a more 

comprehensive analysis of the vibration signals. CWT provides 

a continuous scale representation, enabling the identification of 

transitory or time-varying frequencies, while DWT decomposes 

the signals into various scales and offers both time and 

frequency localization. Engineers can extract fine-grained 

features and obtain a deeper understanding of the UAV's 

performance by utilizing CWT and DWT. This facilitates the 

detection of subtle variations and concealed patterns that would 

otherwise go undetected by conventional FFT. The combination 

of FFT, CWT, and DWT in UAV fault diagnosis guarantees  

a comprehensive comprehension of the UAV's health, which 

leads to more accurate diagnostics and proactive maintenance 

strategies, thereby ensuring more secure and dependable UAV 

operations across a variety of applications. In addition, when 

combined with machine learning techniques [49, 50], DWT can 

provide accurate and efficient fault diagnosis results. 

       There is a notable research deficiency in the field of 

UAV fault detection and maintenance pertaining to the most 

effective method for analyzing vibration signals in multirotor 

UAVs. The use of vibration signal analysis has gained 

significant popularity, although the decision between 

conventional filtering techniques and more sophisticated 

multiresolution analysis approaches, such as CWT and DWT, 

remains a topic of ongoing investigation. In order to bridge this 

existing knowledge gap, the objective of this research article is 

to examine and contrast the effectiveness of these two distinct 

signal processing methodologies that have been particularly 

designed for multirotor UAVs. The originality of this study 

comes in conducting a full assessment of vibration signal 

processing procedures within the particular context of UAVs 

and directly comparing the effectiveness of filtering and 

multiresolution analysis techniques. Through a comprehensive 

assessment of the merits and constraints associated with each 

methodology, significant and important perspectives are 

furnished to provide guidance to operators and maintenance 

employees of UAVs in order to facilitate informed decision-

making pertaining to the most appropriate technique for 

diagnosing faults in UAVs. This study aims to provide  

a comprehensive analysis of vibration signal processing 

methodologies, with the objective of improving the safety, 

reliability, and efficiency of multirotor UAV operations in many 

sectors. 

The paper's structure continues as follows: section 2 

elucidates the fundamental concepts of both discrete wavelet 

transform and Kalman filter. Section 3 expounds on the 

experimental setup and methodology of the proposed data 

calculation approach, incorporating a block diagram illustrating 

the implementation of the two methods. In section 4, the study's 

outcomes are presented and critically analyzed with the aid of 

figures and supportive evidence, enabling a comparative 

assessment of the effectiveness of each signal processing 

technique for UAV fault diagnosis. Finally, the paper culminates 

with section 5, which succinctly synthesizes the principal 

findings and their implications. The research's workflow 

diagram is visually depicted in Figure 1 to offer a clear 

representation of the investigation's progression. 

 

Fig. 1. The research workflow diagram. 

2. Theoretical Basis 

2.1. Fast Fourier Transform-Based Wavelet Transform 

Levels 

The FFT is a popular algorithm for computing the discrete 

Fourier transform of an order or time-domain signal. It was first 

introduced in the mid-1960s [51]. In order to analyze the 
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frequency components of a signal, the discrete Fourier 

transform converts it from the time domain to the frequency 

domain. The FFT significantly accelerates this computation 

process contrasted to the standard discrete Fourier transform, 

particularly for large datasets, making it a fundamental 

instrument in a variety of disciplines, such as signal processing, 

image processing, communication networks, processing of 

audio, and more [52]. The FFT algorithm divides the calculation 

into smaller subproblems and uses symmetries to reduce the 

number of required computations, resulting in a substantial 

increase in efficiency and performance. It has evolved into  

a must-have tool for analyzing and processing digital data in  

a broad range of practical applications. The process can be done 

by dividing a signal 𝑥(𝑡)  into sinusoidal components of 

unlimited temporal period [53], provided by equation 1: 

𝑥(𝑤) = ∫ 𝑥(𝑡)𝑒−𝑗𝑤𝑡 𝑑𝑡
∞

−∞

 (1) 

Where 𝑡 represents time, 𝑤 is the radian frequency, and 𝑥(𝑤) is 

the signal transformed. In addition to that, it should be noted 

that frequency-domain-based analysis is heavily utilized in 

vibration analysis [54], especially those vibration signals 

acquired from quadcopter drones for the outcome of fault 

diagnosis [42]. 

2.2. Discrete Wavelet Transform 

The Discrete Wavelet Transform (DWT) is a mathematical 

approach that is commonly utilized in signal processing and 

data reduction. Decomposing a given signal into a group of 

wavelets is accomplished by scaling and translation of a basic 

wavelet known as the mother wavelet. The signal is 

hierarchically broken down into various levels as a result of this 

recursive approach. The DWT has a number of benefits over 

other signal processing approaches, including the ability to 

appropriately represent signals with rapid variations and the 

effective use of computing and memory resources. The DWT's 

fundamental strength is its ability to do multi-resolution 

analysis, allowing the signal to be broken into separate 

frequency elements with varied degrees of accuracy. 

       In the wavelet series analysis, the methodology starts by 

selecting a main mother wavelet to be aligned with the analyzed 

signal. The selection of the optimal mother wavelet has  

a significant impact on the analysis of precision and accuracy. 

Mother wavelets serve as the fundamental functions for 

decomposing the input signal into distinct frequency 

components and capturing its characteristics at multiple scales. 

Different mother wavelets have special properties, such as 

frequency localization, vanishing moments, and regularity, that 

would make them suitable for specific signal categories or use. 

The choosing of the mother wavelet should be based on the 

characteristics of the signal under analysis and the application's 

requirements. Commonly used mother wavelets include 

Daubechies, Haar, Symlets, Coiflets, and Morlet, each of which 

has its own benefits and drawbacks [55, 56]. The selection 

process requires balancing the trade-offs between time and 

frequency localization, computational complexity, and the 

ability to accurately depict signal features, making it essential 

to accomplish the desired level of signal analysis and 

compression within the context of the DWT. Selecting the 

optimal mother wavelet ensures an efficient and informative 

DWT analysis, which facilitates the extraction of pertinent data 

and improves the performance of various signal processing 

tasks. Daubechies' fourth order (db4) will be employed in this 

research article [50]. Figure 2 depicts the analysis wavelet and 

scaling of the db4 as well as the synthesis wavelet and scaling. 

 

Fig. 2. Analysis and synthesis of Daubechies order 4 (db4) 

mother wavelet. 

Subsequently, the computed inner product represents the 

continuous wavelet transform (CWT) coefficients between the 

analyzed signal and a set of daughter wavelets. These daughter 

wavelets are derived from the original mother wavelet Ψ(t) 

through a combination of scaling (s) and shifting (n) operations. 

The scaling and shifting parameters enable the modification of 

the daughter wavelets in terms of their size and position, 

providing a flexible and adaptive representation of different 

features within the signal. In the shifting step, the wavelet is 

successively translated along the X-axis until it fully covers the 
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entire investigated signal. Mathematically, the CWT coefficient 

𝑊𝑇(𝑛, 𝑠) is obtained by computing the integral of the product 

between the input signal 𝑥(𝑡)  and the translated and scaled 

version of the mother wavelet 𝛹 (
𝑡−𝑛

𝑠
) , with 

1

√𝑠
  serving as a 

normalization factor. This process enables the extraction of 

time-frequency information from the signal, revealing its 

spectral characteristics at different scales and positions as 

following in equation 2 [57]: 

𝑊𝑇(𝑛, 𝑠) =
1

√𝑠
∫ 𝑥(𝑡)

+∞

−∞

𝛹 (
𝑡 − 𝑛

𝑠
) 𝑑𝑡 (2) 

       The CWT provides more precision in signal processing; 

however, it is potentially endlessly redundant, resulting in a 

significant amount of irrelevant information and making it 

unsustainable [58]. The DWT was developed to address this 

issue by only scaling and altering the main mother wavelet at 

discrete points, making it more efficient and practical for many 

applications. The DWT decomposes the signal into several 

signals with defined frequency bandwidths that can be analyzed 

individually. It uses filters with multiple cut-off frequencies to 

evaluate the data at different scales and create a time-scale 

representation of the signal. In general, a multi-resolution 

analysis in several frequency bands with variable resolutions 

may be accomplished by subdividing time-domain signals using 

the DWT [59]. 𝑐𝐷1[𝑘]  and 𝑐𝐴1[𝑘]  represent the DWT 

coefficients at the first level of decomposition, a crucial phase 

in wavelet analysis. In this context, the DWT permits the 

decomposition of a discrete signal, represented by 𝑥[𝑛] , into 

two sets of coefficients: 𝑐𝐷1[𝑘]  representing the high-

frequency or detail subband information, and 𝑐𝐴1[𝑘] 

representing the low-frequency or approximation subband 

components. The process entails convolving the input signal 

with high-pass and low-pass filter coefficients and aggregating 

the results over various shift values (n). This shifting and scaling 

operation efficiently extracts the signal's localized frequency 

components. 𝑐𝐷1[𝑘] encapsulates high-frequency information, 

such as rapid variations or edges, whereas 𝑐𝐴1[𝑘] captures the 

signal's low-frequency components and overall trends. These 

coefficients provide a compact and meaningful representation 

of the original signal in the frequency domain, enabling a multi-

resolution analysis and facilitating a number of signal 

processing tasks, including denoising, compression, and feature 

extraction. This can be mathematically interoperated as 

demonstrated in equations 3 and 4 [60]: 

𝑐𝐷1[𝑘] =  ∑ 𝑥[𝑛]
𝑛

∗ ℎ ∗ [2𝑘 − 𝑛] (3) 

𝑐𝐴1[𝑘] =  ∑ 𝑥[𝑛]
𝑛

∗ 𝑔 ∗ [2𝑘 − 𝑛] (4) 

or, by rewriting the equations above that show the first level of 

decomposition, into equations that show the l level of 

decomposition. In this research, six level decomposition will be 

utilized in equations 5 and 6 below. 

𝑐𝐷𝑙[𝑘] =  ∑ 𝑐𝐷𝑙−1[𝑛]
𝑛

∗ ℎ ∗ [2𝑘 − 𝑛] (5) 

𝑐𝐴𝑙[𝑘] =  ∑ 𝑐𝐴𝑙−1[𝑛]
𝑛

∗ 𝑔 ∗ [2𝑘 − 𝑛] (6) 

To further understand the process of DWT’s decomposition, 

Figure 3 elaborates the procedure. The low pass filters keep 

going into high pass and low pass filters, until a certain desired 

level of decomposition is achieved. In this work, a six-level 

decomposition is adopted whereas the frequency range is to be 

explained in the next experimental validation section.

 

Fig. 3. Signal decomposition of multi-levels employing DWT [50].
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After decomposing a signal with the DWT technique, a set 

of coefficients representing the various frequency components 

of the original signal at various levels or scales is obtained. To 

entirely reconstruct the original signal from its decomposed 

components, signal synthesis is required. Signal synthesis, also 

known as wavelet reconstruction, is the process of regenerating 

the original signal by combining the DWT coefficients acquired 

during decomposition. Reconstructing the signal from its detail 

and approximation coefficients at each level employs the 

inverse discrete wavelet transform (IDWT). The IDWT 

combines the frequency bands of the coefficients by applying 

the conjugates of the filters used in the decomposition procedure, 

which are the inverse filters as described in Figure 4 below. 

Signal synthesis allows us to recover the original signal with 

minimal information loss, assuming that the decomposition and 

synthesis procedures are precisely implemented. This 

reconstruction is essential in applications where the original 

signal must be restored after processing in the wavelet domain. 

It ensures that the insights obtained from the decomposition of 

frequency components can be utilized effectively for the 

analysis and processing of the original signal.

 

Fig. 4. The process of reconstructing the approximation and detail signals through the utilization of zero padding [50]. 

2.3. Kalman Filter-based Signal Processing 

Kalman filters are repetitive mathematical techniques used for 

the purpose of achieving optimum estimation and state 

forecasting for dynamic systems. These filters integrate past 

knowledge with real-time data to provide accurate and effective 

estimates of the system's state. The implementation of a Kalman 

filter is often used to mitigate the impact of noise present in raw 

sensor readings. This is achieved by adaptively altering the 

current sensor measurement using previous sensor data. In this 

particular instance, the Kalman filtering technique was only 

employed to process the unprocessed data outputs of the utilized 

ADXL335 vibration sensor, despite the absence of significant 

noise seen from this sensor in comparison with other 

accelerometers. The Kalman filter may be mathematically 

represented by the following 7 and 8 set of equations [35]: 

𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝐵𝑢𝑘−1 + 𝑤𝑘  (7) 

𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘  (8) 

Where the vectors 𝑥 , 𝑧 , and 𝑢  are representing the state, 

measurement or observation, and feedback vectors, accordingly. 

The state transition matrix A is responsible for establishing the 

correlation between the state at time step 𝑘 − 1 and the state at 

step 𝑘. On the other hand, the feedback matrix B is responsible 

for establishing the connection between the control input 𝑢 and 

the state 𝑥. In contrast, the measurement matrix H establishes  

a connection between the state 𝑥𝑘 and the measurement 𝑧𝑘. The 

variables 𝑤𝑘  and 𝑣𝑘  represent the process and measurement 

noises, respectively. These variables are used to account for 

random disturbances and uncertainties that impact the 

development of the state and the measurement process. The 

Kalman filter method may be categorized into two distinct 

algorithms: state prediction, also known as time update, and 

correction, sometimes referred to as measurement update. The 

technique used for state prediction is based upon the subsequent 

equations numbered 9 and 10 [35]: 

�̂�𝑘
− = 𝐴�̂�𝑘−1 + 𝐵𝑢𝑘−1 (9) 

𝑃𝑘
− = 𝐴𝑃𝑘−1𝐴𝑇 + 𝑄 (10) 

The variable �̂�𝑘
−  represents the previous state, which is 

calculated prior to the adjustment made during the measurement 

update. On the other hand, 𝑃𝑘
−  denotes the prior covariance 
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matrix. The symbol 𝑄 is used to denote the matrix representing 

the covariance of process noise. The adjustment algorithms are 

formally specified as follows [35]: 

𝐾𝑘 = 𝑃𝑘
−𝐻𝑇(𝐻𝑃𝑘

−𝐻𝑇 + 𝑅)−1 (11) 

�̂�𝑘 = �̂�𝑘
− + 𝐾𝑘(𝑧𝑘 − 𝐻�̂�𝑘

−) (12) 

𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘
− (13) 

In the Kalman filtering adjustment process, various 

parameters play crucial roles, namely the Kalman gain (𝐾𝑘), the 

posteriori error covariance matrix (𝑃𝑘), the covariance matrix of 

the measurement noise or filter deviation matrix ( 𝑅 ), the 

estimate of the state vector (𝑥) at time 𝑘 (represented by �̂�𝑘, the 

optimum filter value), and the unit matrix (𝐼). The Kalman filter 

continuously performs prediction and correction steps, enabling 

the generation of estimated measurement values and 

consequently reducing the impact of measurement noise present 

in the sensor system. In this study, measurements are obtained 

from the ADXL335 vibration sensor at a specific sampling 

frequency and a frequency resolution of 0.01 Hz, with a cut-off 

frequency within the range of [100-200] Hz. 

3. Methodology 

3.1. Experimental Validation 

The experimental validation of the proposed methodology was 

conducted using a DJI Mini 2 combo drone [61–63], as 

illustrated in Figure 5. The experimental setup involved fixing 

the accelerometer at the center of the drone, precisely at the 

intersection of the actuators' cross lines forming an X mark. The 

drone's operation was controlled by the DJI control unit, with 

operating speed and height settings determined through  

a smartphone interface. The accelerometer, with specifications 

detailed in Table 1, was interfaced with a data acquisition 

system whose specifications are characterized in Table 2. The 

acquired signal was further processed using a high-performance 

Lenovo Core i7 laptop functioning as the central processing unit. 

The dedicated signal processing program, detailed in the 

forthcoming section, facilitated the comprehensive analysis of 

the recorded data. The carefully designed experimental setup 

ensures accurate and precise data collection, enabling a rigorous 

investigation of the proposed fault diagnosis methodology's 

performance and efficacy.

 

Fig. 5. Experimental tools for experiment progressing. 

Table 1. ADXL335 vibration accelerometer parametrical values. 

No. General Specification Information 

1 Operating voltage 5 V 

2 Sensitivity 300 mV/g 

3 Bandwidth X and Y axes: 0.5-1600 Hz; Z axes: 0.5-550 Hz 

4 Full-scale range +/- 3 g 
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Table 2. DAQ-6009 parametrical values. 

No. General Specification Information 

1 Dimensions without connectors .63.5 mm × 85.1 mm × 23.2 mm 

2 Weight With connectors 84 g 

3 Analog Input (AI) resolution 14 bits differential, 13 bits single-ended 

4 Maximum AI sample rate 48 kS/s 

In order to investigate the impact of damage on the drone,  

a specific location of the blade was selected for introduction of 

the fault. The choice of the lower left blade was made randomly 

to simulate a fault scenario, enabling the acquisition of distinct 

vibration patterns representing both the healthy and faulty states 

as listed in Table 3. The spatial location of this chosen blade is 

depicted in Figure 6a, wherein a top view schematic of the 

multirotor UAV is presented. To properly position the 

accelerometer, a coordinate system was established: the X-axis 

represents a centerline traversing from the top to the bottom of 

the drone, while the Y-axis is defined by the opposite direction 

of the X-axis. The Z-axis, being orthogonal to the page, is also 

depicted in Figure 6a. In contrast, the drone undergoes pitching 

motion about the Y-axis, rolling motion around the X-axis, and 

yawing motion against the Z-axis. For simulating the induced 

faults, Figure 6b illustrates the mass removal of 0.5 grams from 

the overall weight of the drone, which initially weighed 249 

grams. Moreover, the drone is going to operate in hover mode 

where the actuator speed is around 10,000 RPM and hence 168 

Hz with a height above sea level of 1.2 m. The healthy drone, 

undergoes a mass removal from one of its blades, inducing an 

unbalance pattern in the actuators and leading to vibration of the 

damaged blades, ultimately resulting in a full structural 

vibration of the quadcopter. These vibration patterns are 

recorded through the accelerometer and subsequently 

interpreted as vibration signals using LabVIEW software [64, 

65]. The experimental design and methodology adopted in this 

investigation ensure the controlled introduction of faults, 

facilitating the comprehensive analysis of the drone's dynamic 

behavior and vibration characteristics.

Table 3. Studied cases.  

Case 
Hovering Speed 

(RPM) 

Hovering 

Speed (Hz) 

Height From 

Ground (m) 

Location of Damaged 

Blade 

Drone Weight When 

Operating (Kgs) 

Healthy 10,000 168 1.2 N/A 0.249 

Faulty 10,000 168 1.2 As specified in Figure 6 0.2485 

 

Fig. 6. Damage introduction and vibration measurement: (a) Location of the damaged blade and the axis of operation; (b) Induced 

damage and accelerometer position.

  

                            (a)                                                                                      (b) 
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3.2. Finite Element Analysis Approach 

In engineering and applied sciences, Finite Element Analysis 

(FEA) is of paramount importance, serving as a potent 

computational tool for simulating and analyzing complex 

structures and systems [66–68]. FEA has made a great 

contribution to UAV analysis due to their capability of structural 

analyzing, design, and topology optimization [38, 69, 70]. This 

study employed FEA to determine the natural frequency of 

which the optimal sampling frequency for vibration signal 

acquisition will depend upon. The paper also aims to calculate 

and study the dynamic behavior and natural frequencies of the 

UAV structure by using the modal simulation analysis through 

ANSYS. This will enable the identification of natural frequency 

components and aids in the selection of an optimal sampling 

frequency to ensure the acquisition of accurate and robust row 

vibration data. The ability of FEA to provide detailed insights 

into the structural behavior of UAVs is extremely effective, as 

it enables UAV technicians to improve the reliability, safety, and 

performance of these aircraft, thereby contributing to the 

advancement and integration of UAV technology for a wide 

range of applications. 

The presented research used a mode simulation technique 

with 20 different mode shapes reflecting deformations in 

millimeters. This process needs only the natural frequency to 

include faults in the simulation, which is especially the case 

when talking about LabVIEW sample rate. Figure 7a shows the 

geometrical model of DJI drone used in this study which was 

assembled as indicated by the building requirements. 

Furthermore, Figure 7b displays natural frequency for a last 

mode shape, at 798.77 Hz. Consequently, it was realized that 

sampling rate should cover the last natural frequency and thus 

set over 800 Hz so as to ensure comprehensive data collection 

and analysis [71]. The modal simulation method is very 

important in understanding how drones behave structurally and 

their dynamic features thereby helping ascertain an appropriate 

as well as accurate sampling frequency that can be used 

according to need of the device regarding vibration signal 

analysis or UAVs’ operational requirements.

 

Fig. 7. Finite element analysis of the UAV drone: (a) Geometrical approach; (b) Final mode shape.

3.3. Signal Processing 

In engineering and applied sciences, signal processing is 

essential because it processes signals to extract useful 

information and improve their quality [72]. Numerous methods, 

including filtering, transformation, feature extraction, and noise 

reduction, are used in it [73, 74]. Signal processing is essential 

for identifying patterns, anomalies, and trends in data gathered 

from mechanical systems like engines, turbines, and rotating 

gear when it comes to vibration signal analysis. By using 

sophisticated signal processing algorithms, researchers and 

engineers may effectively identify any malfunctions, provide 

diagnoses, and keep an eye on the functionality and well-being 

of systems. As a result, preventive maintenance is made easier 

and catastrophic failures are avoided. 

Signal processing techniques improve the precision, 

dependability, and efficacy of vibration signal analysis, which 

contributes significantly to the overall safety and operational 

efficacy of numerous industrial applications and essential 

machinery. In this research, Figure 8 depicts a block diagram of 

a system for calculating the vibration data of a drone in hover 

mode using Kalman filtering. A data acquisition (DAQ) 

assistant, a discrete Kalman filter, a spectral measurement block, 

and a write to measurement file block are included in the system. 

At a specified sampling rate of 1024 readings per 0.5 second, 

    
                                    (a)                                                                                             (b) 
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the DAQ assistant collects vibration data from the drone's 

sensors. The discrete Kalman filter then estimates the vibration 

data using a cut off frequency of a range [100-200] Hz because 

the drone is going to operate in hovering speed of 168 Hz per 

actuator. The RMS and phase of the vibration data are computed 

by the spectral measurement block, which can be used to 

analyze the vibration data. The write to measurement file block 

stores vibration data in a file, which can then be analyzed further.

 

Fig. 8. A sample from the overall code and block diagram for Kalman filtering. 

In contrast, the utilization of multiresolution analysis 

through DWT is demonstrated in the block diagram presented 

in Figure 9. In this approach, a six-level decomposition is 

employed, which enhances signal clarity and resolution. To 

ensure accurate representation of frequency content, the 

Nyquist frequency [71, 75] is taken into account, with the 

highest operating frequency (200 Hz) being multiplied by  

a factor of 2 (resulting in 400 Hz). A higher multiplication value, 

such as (200 × 5 = 1000 Hz), further improves frequency 

resolution. For that, and because the earlier natural frequency 

acquired from FEA, the sampling frequency is set to 1024 Hz. 

The six-level decomposition is tabulated in Table 4 for signal 

analysis purposes. Both the Kalman-filter-based signals and 

DWT-based signals undergo spectral analysis using FFT to 

assess the effectiveness of removing unwanted random 

vibration signals. Additionally, to maintain constant calibration, 

a constant subtraction is applied to the input signals acquired 

from the ADXL335 accelerometer. This constant subtraction 

ensures signal calibration by subtracting the mean of the signals, 

corresponding to the static acceleration, thus enabling the use of 

only dynamic acceleration in terms of gravitational units (g). 

This calibration step enhances the accuracy and reliability of the 

subsequent signal processing and analysis, particularly in the 

context of vibration signal interpretation and fault diagnosis. 

The mean equation is expressed mathematically in equation 14 

as: 

𝐴𝑀 =
1

𝑁
∑ 𝑋𝑖

𝑁

𝑖=1
 (14) 

 

Fig. 9. A sample from the overall code and block diagram for multiresolution analysis.  
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Table 4. DWT Leveling frequency. 

Decomposing Stages 1 2 3 4 5 6 Approx 

Range of Frequency (Hz) 1024 – 512 512 – 256 256 – 128 128 – 64 64 – 32 32 – 16 16 – 0 

4. Results and discussion 

4.1. Time-Domain Vibration Signals 

Figure 10 below depicts the acceleration in g units of the 

adopted drone operating in hover mode presented in the 

previous methodology, with a focus on healthy and faulty time-

domain signals prior to and following the application of Kalman 

filtering. The x-axis indicates time in seconds with a 1-second 

interval, whereas the y-axis indicates vibration in g units 

ranging from -1 to 1. The healthy time-domain signal is depicted 

in green at a sampling frequency range of [0-1024 Hz] on the 

figure's left side. The post-filtered signal is depicted in dark 

brown below the healthy signal. Analyzing the signal from  

a healthy drone reveals that its acceleration fluctuates over time, 

as expected due to external disturbances and operating 

conditions. However, the implementation of Kalman filtering in 

the frequency range [100-200 Hz] results in a significant 

reduction of noise interference and a more stable, smoother 

acceleration profile. The post-filtered signal provides a refined 

representation of the drone's acceleration, allowing for a more 

accurate analysis and interpretation of its hover mode 

performance. 

In contrast, the flawed time-domain signal is depicted in red 

on the right side of the healthy signal, also captured at  

a sampling frequency range of [0-1024 Hz]. The faulty signal 

exhibits more pronounced acceleration fluctuations than the 

healthy signal, indicating a higher level of vibration during 

hover mode. This elevated vibration in the defective drone could 

be caused by a number of interactions, prior to the vibration 

moving pattern from blade to arm and then to the body and 

structure of the drone. Even after applying Kalman filtering in 

the frequency range [100-200 Hz] to the erroneous signal, the 

post-filtered signal continues to exhibit elevated acceleration 

values. Although the filtering process reduces the drone's 

vibrations, it does not eliminate all sources of disturbance. This 

disparity in acceleration profiles between healthy and 

malfunctioning drones suggests a discernible difference in 

vibration patterns, indicating the uncertainty of Kalman filters. 

However, the filtering procedure marginally eliminates induced 

vibration and random disturbances, resulting in an acceleration 

profile that is more uniform and stable for the healthy drone 

signal. Despite Kalman filtering, the erroneous drone signal 

continues to exhibit higher acceleration values, indicating the 

presence of vibrations that may be indicative of potential 

mechanical/operational issues or filtering issues. 

 

Fig. 10. Kalman filtering-based time-domain vibration signals of the operating drone.

 

Kalman Filtering of  100-200 Hz Kalman Filtering of  100-200 Hz 
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The vibration signals from the same signal as in the previous 

graphs were decomposed into six levels, in addition to the 

approximation coefficient level, using the Discrete Wavelet 

Transform (DWT). Figure 11 presents the vibration signals for 

both healthy and faulty drone states, along with their respective 

six-level decompositions. Notably, levels 2 and 3 exhibit the 

highest signal fluctuation in terms of g unit vibrations when 

comparing the healthy and faulty drones, respectively. This 

phenomenon can be attributed to the fact that these two levels 

encompass the decomposed frequency range close to the drone's 

operating frequency during hovering at 168 Hz. Particularly, 

level 3 covers a frequency range from 128 Hz to 256 Hz. While 

other levels provide supplementary insights, levels 2 and 3 not 

only isolate irrelevant random vibration signals but also offer 

meaningful interpretations of their underlying representations. 

For instance, wind speed may be associated with one of these 

levels, while the response to a faulty blade could correspond to 

another decomposition level. Further investigation involving 

mathematical modeling of additional physical components can 

establish the correspondence between vibration signals and 

their respective levels. Consequently, DWT demonstrates 

precision comparable to Kalman filtering in diagnosing faults in 

multirotor UAVs, while its capacity for enhanced explanations 

renders it a valuable diagnostic tool.

 

Fig. 11. DWT leveling-based time-domain vibration signals of the operating drone.

 

         

DWT Multiresolution Levels 1 -6 DWT Multiresolution Levels 1 -6
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4.2. Frequency-Domain Vibration Signals 

In the field of frequency-domain analysis, time-domain signals 

gain enhanced interpretability. This concept is exemplified 

through the presentation of Figure 12, which respectively 

illustrate Kalman filtered signals and their corresponding 

spectra under healthy and faulty operational conditions.  

A discernible observation in Figure 12a is the attenuation of 

amplitudes within the frequency range of [0 to 100] Hz 

following the application of filtering. This phenomenon is 

explicable by the adoption of Kalman filtering, which primarily 

captures amplitude fluctuations within a predefined frequency 

interval coinciding with the operational frequency. This facet 

proves particularly advantageous for subsequent statistical 

feature extraction. Upon scrutinizing the spectral analysis of the 

faulty signal in Figure 12b, a notable deduction arises: the 

elimination of a peak at approximately 51 Hz. This frequency 

value potentially originates from the drone's actuator response 

aimed at stabilizing the system subsequent to the introduction 

of a blade fault. During Kalman filtering, this frequency 

component, lying beyond the designated frequency range, is 

consequently excluded from the spectral representation. This 

omission is unwarranted, given that such a frequency value 

could signify the presence of a fault, thereby emphasizing its 

relevance within the realm of fault diagnosis.

 

Fig. 12. Kalman filtering-based frequency-domain (a) healthy and (b) faulty vibration signals of the operating drone.

 

(a) 

 

(b) 

Kalman Filtering of  100-200 Hz 

Kalman Filtering of  100-200 Hz 
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Consequently, the decomposed spectrum levels achieved 

through DWT are presented in Figures 13a and 13b, 

corresponding to the healthy and faulty operating modes, 

respectively. In Figure 13a, it is discernible that levels 2 and 3 

exhibit the most pronounced impact, consistent with the 

observations detailed in subsection 4.1, wherein these levels 

manifested the highest amplitudes. Notably, a distinct frequency 

interval emerges within the range of 75 to 100 Hz, attributed to 

the actuators' propensity to counteract vibrational imbalances 

and restore drone equilibrium. Strikingly, this frequency 

interval remains imperceptible in the Kalman filtering-based 

signals, where the spectrum registers negligible amplitudes. 

Furthermore, the spectral analysis reveals three peaks within the 

150 to 175 Hz range, discerningly partitioned across levels 2 

and 3. Specifically, while two peaks manifest within level 2, the 

maximal peak, aligned with the operational frequency of 168 

Hz, prominently emerges within level 3. Contrarily, the faulty 

operational decomposed levels, as depicted in Figure 13b, 

exhibit heightened fluctuations due to the compromised blade, 

inducing augmented vibrational dynamics in the drone's 

operation. A comparative examination of levels 2 and 3 

distinctly unveils heightened amplitude fluctuations, 

unequivocally signifying the presence of faults or aberrant 

operational patterns. In summary, it can be inferred that the 

utilization of DWT-based analysis not only enhances the visual 

representation of signals, but also enables the efficient and 

reliable identification and utilization of operational frequencies.

 

Fig. 13. DWT leveling-based frequency-domain vibration signals of the operating drone: (a) Healthy (b) Faulty.

 
(a) 

 
(b) 



Eksploatacja i Niezawodność – Maintenance and Reliability Vol. 26, No. 1, 2024 

 

This comparative analysis of two distinct approaches, 

namely Kalman filtering and DWT-based multiresolution 

analysis, has been conducted in the pursuit of effective fault 

diagnosis for multirotor UAVs. The presented results highlight 

the merits and limitations of each vibration signal processing 

methodology. The ability of Kalman filtering to reduce noise 

and improve signal stability contributes to the comprehension 

of operational patterns and disturbances. However, its efficacy 

is observed to vary in the presence of certain fault-related 

frequencies, which may result in missed fault indications. DWT-

based multiresolution analysis, on the other hand, reveals  

a comprehensive perspective and provides detailed insights into 

signal components at various frequency levels. The ability to 

isolate particular frequency ranges improves diagnostic 

accuracy, especially when capturing fault-related patterns. In 

addition, DWT's proficiency in highlighting operational 

frequencies proves advantageous, as evidenced by the 

identification of relevant frequency intervals. The 

multiresolution analysis emerges as an advantageous method 

for fault diagnosis in multirotor UAVs, providing increased 

granularity and a broader frequency-domain perspective for 

improved reliability and precision in identifying faults and 

irregularities. In addition, this study's findings have practical 

implications for advancing fault diagnosis methodologies in 

multirotor UAVs. Utilizing the insights gained from Kalman 

filtering and DWT multiresolution analysis, practitioners can 

improve machine learning-based fault diagnosis by employing 

filtered vibration signals or concentrating on vibration signals 

derived from the most effective level of decomposition. These 

refined signals provide an exhaustive representation of 

operational characteristics and fault-related patterns, which can 

be translated into useful statistical features for training machine 

learning models. This application not only improves the 

precision of fault detection, but also contributes to the 

development of more robust and intelligent fault diagnosis 

systems for multirotor UAVs, enhancing their operational safety 

and reliability. 

5. Conclusion 

In simplicity, this study employed an experimental approach to 

assess the processing of vibration signals in a quadcopter 

UAV during a stable state of hovering, with the actuator 

rotational speed held constant. The study employed Kalman 

filtering and DWT-based multiresolution analysis to capture 

vibration signals associated with both healthy and mass removal 

faults. The primary discoveries of this scholarly article are 

briefly outlined in the following: 

(1) Effective Fault Diagnosis Approaches: The study 

demonstrates the significance of signal processing 

methods, specifically Kalman filtering and DWT 

multiresolution analysis, for enhancing fault diagnosis 

accuracy in multirotor UAVs. 

(2) Experimental Validation: Through experimentation on 

healthy and faulty quadcopter operational states, 

utilizing vibration accelerometers and data acquisition 

systems, the study provides real-world insights into 

vibration signal analysis. 

(3) Kalman Filtering Strengths and Limitations: Kalman 

filtering effectively segregates faulty and healthy 

peaks in vibration signals, yet its capability to capture 

certain fault-related frequencies is limited. 

(4) DWT's Comprehensive Insight: Employing a six-level 

DWT multiresolution analysis, the study reveals 

intricate patterns within vibration signals, offering  

a deeper understanding of fault-related characteristics 

that may not be detected by Kalman filtering. 

(5) Future Perspectives and Contributions: The study 

concludes with insights into future research directions, 

emphasizing the invaluable contributions made to the 

current state-of-the-art in multirotor UAV fault 

diagnosis through enhanced signal processing 

methodologies, especially when progressed into 

machine learning methods. 
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